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Abstract— This paper presents a framework that combines a four kinds of measures that are typically used in measuring
robust facial features location with an elliptical face modelling fatigue: physiological, behavioral, subjective self-report and
to measure drlver_s V|g|Iance_ level. The proposed solution deals performance measures [1]. An important physiological mea-
with the computation of eyelid movement parameters and head - )

(face) point of attention. sure that has been studied to detect fatigue has been eye-

The most important facial feature points are automatically ~Mmovements. Several eye-movements were used to measure
detected using a statistically anthropometric face model. After fatigue like blink rate, blink duration, long closure rate, blink
observing the structural symmetry of the human face and per-  amplitude, saccade rate and peak saccade velocity.
forming some anthropometric measurements, the system is able 1 hresent solution focuses on rotation of the head and
to build a model that can be used in isolating the most important blinki ¢ . tant for det _ dri
facial feature areas: mouth, eyes and eyebrows. Combination e_ye In Ing’ WO Importan pugs or eermlnlng’ rl'ver
of different image processing techniques are applied within the Visual attention, to gather statistics about the driver’s visual
selected regions for detecting the most important facial feature attention level. Since the motion of a person’s head pose
points. _ ) _ and gaze direction are deeply related to his/her intention and
_ A model based approach is used to estimate the 3D orienta- ,ention, the ability to detect the presence of visual attention,
tion of the human face. The shape of the face is modelled as dlor det . hat is looki tb timati
an ellipse assuming that the human face aspect ratio (ratio of an o'r e.ermlne what a person Is 00_ Ing 6'1 y estimating
the major to minor axes of the 3D face ellipse) is known. The the direction of eye gaze and face orientation is useful to
elliptical fitting of the face at the image level is constrained measure driver’s level of attention. One of our main purpose
by the location of the eyes which considerable increase the s to recover and track the three degrees of rotational freedom
performance of the system. . . . of a human head, without any prior knowledge of the exact

The system is fully automatic and classifies rotation in h f the head and bei b d. Thi .
all-view direction, detects eye blinking and eye closure and S .ape 9 the 'ea .an acg elng 0 ser.ve - IS automatic
recovers the principal facial features points over a wide range of Orientation estimation algorithm is combined with a robust
human head rotations. Experimental results using real images facial features detection and tracking to provide additional

sequences demonstrates the accuracy and robustness of theconstraints to estimate the sequence of head orientations
proposed solution. observed

I. INTRODUCTION

The ever-increasing number of traffic accidents in the EC

due to the diminished driver’s vigilance level has became tl_:aclet_Sh?pedls dmﬁm'ﬁ’ duehto dthe (;ntc’;l]nyd dfegreet_s of
a serious problem to society. Driver fatigue resulting fronf Iculalive Ireedom ot the human head, and the detormations

sleep deprivation or sleep disorders is an important factc?{] the facg ap_d |.ts parts !nducgd .by muscular act|or1. Face
in the increasing number of accidents on today's roads. ape variability is also highly limited by both genetic and

Statistics shows that a leading cause for fatal or injur biological gonstraints, and is characterizgd by a high degree
causing traffic accidents is due to drivers with a diminisheﬁ]c (approximate) symmetry and (approximate) invariants of

vigilance level. Automatically detecting the visual attentionoc® Iengt]rt]htsdcaI(Ts a_r: g trr.]atlos. Anthroportnetrfytrl]s iblologgce:;
level of drivers early enough to warm them about thejpC'ence that deals wi € measurements of the human body

lack of adequate visual attention due to fatigue may savean its different parts [20]. It is concerned with tabulation

significant amount of lives and personal suffering. Thereforézg mc:1dell|rr\1/g of the d|sft rllbutlorns Offthﬁ s¢€ Sciljs arr:d lratlcl?, n
it is important to explore the use of innovative technologie can Serve as a Useill source ot shape and parts focatio

for solving the driver visual attention monitoring problem. constraints for z_inalyzmg Image sequences of human faces.
Many efforts have been reported in the literature o After performing anthropometric measurement on several
developing non-intrusive real-time image-based fatigue moﬁr_ontal face images taken from different human's subjects, an

itoring systems [2], [7], [9], [10], [12], [13], [14]. Measuring anthropometric model of 'Fhe human fa<_:e is build that can be
fatigue in the workplace is a complex process. There a sed to locate the most important facial feature areas from

face images [19]. The facemarks points that have been mea-
*This Work was funded by FCT Project POSI/EEA-SRI/61150/2004  sured to build the face anthropometric model are represented

Il. ANTHROPOMETRICFACE MODEL



TABLE |
PROPORTION RATIOS OBTAINED FROM THE ANTHROPOMETRIC

MEASUREMENTSD;.
Ratios Description Value Z
D4s/D; | Proportion of the eye-eyebrow distande ~ 0.35 N RN
to the mouth width ~
D,/D; Proportion of the nose tip to mouth | ~ 0.65
center distance to the mouth width . . . . .
Proportion of the distance between tHe Fig. 2. The image face skin color detection with the face detected area
D3/D; midpoint of the eyes center and the| ~ 1.40 and the fitted ellipse.
mouth center to the mouth width
De/D1 Proportion of the inter-eyes distance| ~ 1.20
to the mouth width

detected area and the ellipse fitted to that area. This ellipse is
the starting point for our automatic facial features detection
algorithm. The ellipse center and the ellipse’'s axis will be
used as the new image face coordinate system.

IV. FACIAL FEATURE POINTS DETECTION

Since the proposed anthropometric face model was ob-
tained for frontal face images, a starting frontal head pose
is required to ensure a robust detection of the facial feature
points. To robustly detect the facial features over a sequence
of human face images taken from different head poses, a
Fig. 1. Anthropometric face model used for facial feature area localizatiokkalman filter feature tracking is combined with the proposed

FacemarkgR) and anthropometric measuremerids)(of our anthropomet- anthropometric face model features detection.
ric face model are displayed.

A. ldentification of facial feature areas

in fig. 1. Some statistics of proportion were obtained from 1he rotation angle &) between the frame coordinate
these points, and the mouth statistics serves as the princigptém and the ellipse coordinate system (see fig. 2) encodes
parameter for measuring the center location and size of ti{@t this stage) the roll rotation of the face, and to fit the
other facial feature regions. Table | show the proportion ofnthropometric face model with the image face the whole
distances £.) taking the mouth endpoints distance as thdMagd€ IS rotated by this amount. o

principal parameter of measurement. The mouth statistics isSNce the mouth widttD, serves as the principal param-
used, instead of inter-eyes statistics, mainly because eygéer for measuring the center locations of the other facial

centers (pupils) can not be detected with eyes shut. feature regions, the implementation of our automatic facial
feature point detection begins with the detection of the mouth
[1l. I MAGE FACE DETECTION area. Once the mouth area is correctly detected, pBirdasd

Though people differ in color and length of hair it iS%_can be accurately detected anpl distab@_eused to locate
reasonable to assume that the amount of skin that can B@INtsPs, Fs, Py andPy by calculating the distancesy, Da,
seen and the position of the skin pixels within the frame i®s and Ds using the proportionality ratios proposed by the
a relatively invariant cue for a person’s face detection in @nthropometric face model. Rectangular areas for confining
static image. Many researchers have exploited the relatif@e facial feature regions are then approximated using the
uniqueness of skin color to detect and track faces [4[nouth width as the measurement criteria.

[17]. To automat_lcal_ly select_the f_ace skl_n pixels on theB. Mouth features detection

image, a color skin histogram is defined taking samples from

different scenarios [23]. A hand-select face skin region is Once the face is aligned to fit with the anthropometric
performed on a sequence of learning frames to compute@del, the mouth detection starts by searching over the
(normalized) skin colour histogram model in RGB-space?ottom area of the ellipse the region not segmented as skin
We then compute the probability that every pixel in thdhatis closer to the major ellipse axis. The end points of this
face images is drawn from the predefined skin histogra@féa and the maximum thickness value are used to accurately
model. Using the skin histogram, and taking the approac¥#efine the lips corner points and the inter-lips line.

proposed on [23], each pixel in each face image is drawn Taking the coordinates of the end poin§,&) of the
from a specific RGB bin and so is assigned the relevaftetected area as the initial lips corner points, the location of
weight which can be interpreted as a probability that théhe correct lips corners is obtained by using the following
pixel cames from the skin model. Figure 2 show the resul@Pproach:

of the skin color detection on a human face image. Using ) Covert from color to gray scale and apply a contrast stretching to

the Birchfield [4] solution, that combines intensity gradients 2) LetR and R represent the coordinates of the initial lips corner points,

and color histograms, the face projection on the image p|ane 5 and let Te represent the maximum thickness of the detected area;

. . i . X ) For each column extending beyond both lips corners, consider a vertical
is modelled as an ellipse. Fig. 2 show the filtered skin line O, (of height Tek pixels and centered on the previous detected lip
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Fig. 3. Lips corner detection. Left to right: Grey level image after contrast

stretching with the initial lip corners superimposed; The searching area; The

correctly located lip corners and the extracted inter-lips line. Fig. 4. Eyebrows detection. Defined eyebrow regions for different head
rotations with the segmented eyebrow superimposed; right column: The

corner) and find the darkest pixel on this vertical line [7]. The darkest
pixel will generally be a pixel in the gap between the lips.
4) To determine where the lip corners are the system obtains

1 1
fxy)==——+— & D(xy) <3 1
Y =55y T Ty xy) ()]
where D(x,y) is the distance of a pixel (x,y) from the closest corner of

eyebrow segmentation and eyebrow corner detection.
the mouth, and I(x,y) is the gray level intensity at (x,y). This will give a
pixel that is close to the previous lip corner, and that is not too bright.

The function maximum is the new lip corner.

5) This searching process is stopped when the gradient along the vertical Fig. 5. The eyes features variability
line is below a certain threshold. T

|00¢| < 0.1

Opupil and sclera change their shape with various possible
appearances of eyes, especially when the eye is closed or
partially closed, robust detection of pupil center and eye

C. Eyebrows features detection corners is not an easy task. Most of the approaches found on

The detection of the eyebrow feature points is accorﬂ:he literature model the eyelld and detects the eye features

plished prior to the eye pupil and eye corner detection for twPUpil center and eye corners) mainly for frontal face images

basic reasons: i) to take into account the eyes shut situatid#$]. [26]., [27]. Fig. 5 shows the variability of eye shapes

and ii) because the correct detection of the eye’s corners agder different head poses.

difficult to achieve for large yaw head rotation angles due to Our purpose is to be able to accurately detect the most

occlusions. important features of the eye (pupil center and eyes corners)
Since the anthropometric proportion rations fail for nonfor the large set of different appearances of an eye that can

frontal face images, to deal with large yaw and pitch hea@ccur within our working scenario. .
rotations additional constraints must be adopted. The follow- The corners of each eyebrow are used as the starting
ing strategy is used to robustly detect both eyebrows: ~ Point for an accurate selection of the eye region. Taking the
1) Using the face model estimate the location and size of both eyebrow ~ @nthropometric face model, the location of the eye region
feature regions. The dimension of the feature region is related with the i i i i
the anthropometric measure D;, being defined as : Width=1.25x D, , IS, placed Immedlately_ above the eYebrOW region. To d,eal
Height= 0.8 x D;. with non-frontal face images, the size of each eye region
2) Perform the eyebrow detection within each of the feature regions using is constrained by the size of the Correspondent eyebrow.
a) Covert from color to gray scale and apply a contrast stretching to . .
increase contrast: Representmgpgyebmw the dlstgnce between both eyeprow
b) Detect horizontal features using a vertical gradient mask (ex. corners, the widthNl) and height ) of each eye region
Sobel) and threshold the outcome; is defined as

c) Perform some noise filtering;
d) Select the lowest extreme points of the segmented area as the

eyebrow corner points; M= Deyebrow 0.4 x max( Dy, DeyebrOV\) (2)

3) To accomplish the correct detection of the end-points, in special for large
yaw head rotations, adjust the the size of the feature region (10% steps) N=0.7x max( Dl, DeyebrOV\)-
and repeat from step 2 ;

4) Stop the process when the end-points location remain unchanged. Eye features detection is accomplished in two steps. At

Figure 4 shows the defined eyebrow regions for two yawhe first step the presence of the iris is checked on each eye
head gaze rotations with the eyebrow segmentation resudigion and if the eye is labelled as an open eye, then a second
superimposed. processing step is applied to find the pupil center and to fit
. an ellipse to the iris shape.
D. Eye features detectlon_ ) _ 1) Eyes Open vs. Eyes Shuthe detection of eye open

The eye features detection is the most challenging task dyg, eye shut is accomplished by computing the variance
to the variability of shapes. The eye region is composed of gitojection function [24] on each eye feature region. The
upper eyelid with eyelash, lower eyelid, pupil, bright scleraariance projection function (VPF) is defined as
and the skin region that surrounds the eye. Because both 1

GGy == 5 106y —HY)? 3)
Mifwm

Figure 3 shows the result of the proposed algorithm f
lip corner location and inter-lips line detection.

1The black-box shown in fig. 4 represents the adjusted eyebrow region.



Fig. 6. The Variance Projection Function used to bound the iris area. m “
- ? Fig. 8. Eye-Shut corners detection. Top row: Evolution of the proposed
. algorithm; Bottom row: Corners detected on several Eyes-Shut images.
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Fig. 7. Pupil center detection and iris elliptical shape model. '_ i -

Fig. 9. Eye-Open corners detection. Top row: Evolution of the proposed
algorithm; Bottom row: Corners detected on several Eyes-open images.

where H(y) is the mean intensity value for the royand
[(x,y) is the intensity of pixelx,y). This variance projection
function is applied in both directions and it is used to bound
the area of the iris (fig. 6). To increase the robustness Q
the iris checking process, the detected iris is cross—checkﬁé<

based on size and proportlon cons_tr_alnts. __ for frontal face images, but lacks visibility when the eyes are

2) Pupil center detection and iris shape modelling: o,64 on the sizes and when the face image is not frontal.
Independently of the color of an iris, the pupil will always To overcame this lack of visibility an additional cue has
be its darkest region. The use of this cue to locate the pu%l

. X . ~'been added. The upper eyelid and eyelash are normally
center is constrained by the level of detail of the eye red90ssociated to the darkest region just above the iris, and the

and by the color or gray 'Ievel qugntlzatlon of the IMage, roposed solution will take advantage of this fact to extract
For our purpose, the precise location of the pupil center . L
— . : e shape of the upper eyelid. The shape of the eyelid is used
not a major issue, and the pupil center was considered to pe . . :
C ; . 0 constraint the location area for the corners. The following
coincident with the iris center.

. . strategy is used to locate the eye corners:
The following approach was used to detect the pupil center %Yy 4

and to model the iris shape.

b) Eyes-Open::For Open-eyes, we define the corner
the farthest transition point between the sclera (brightest
els) and the skin (darkest pixels). This cue is easily visible

1) Covert from color to gray scale and apply a contrast stretching to
increase contrast;

1) Covert from color to gray scale and apply a contrast stretching to 2) Taking the previously segmented iris, obtain the VPF vales on the
increase contrast; horizontal vicinity of the iris; These values will encode the gray level

2) Threshold the bounded iris area and consider the center of mass of the variability that exist between the dark regions of the eyelids and the
segmented region as the iris center; bright area of the sclera.

3) Obtain the iris contour points by measuring the gradient maximum 3) Obtain an estimate for the location of the eye corners by thresholding
values along the radial lines starting at the iris center; the VPF values;

4) fit an ellipse to the detected contour points. 4) Threshold the image in order to enhance the iris and upper eyelid areas,

. . . and remove the pixels that belong to the previously segmented area of
Fig. 7 shows the results obtained with the proposed approach. the iris.

3) Eyes corners DetectionThe detection of corners of 5) t?)bttr?;nsreelestgil.eton of the remaining region and fit a polynomial function
the eye is a chaIIenging task in special for Iarge yaw 6) The end—points’ of the skeleton polynomial function are used to locate
head rotatiops. In these cases, the. correct location pf the . g‘gnfgﬁwg‘iﬂf{:f-ormaﬁon supplied by both approaches.
eye corners is extremely difficult mainly due to occlusions.
The solution the we propose try to overcame this problem, Figure 9 shows the detection results of the proposed
detecting the eye corners either in the presence of eyes ogdgorithm.
or eyes shut.

a) Eyes-Shut:To detect the corners of a closed eye w
will take advantage of the dark region that is created wit
the union of both eyelashes. In these cases, the following The performance of the proposed solutions for facial
algorithm is used: feature location was evaluated using five video sequences

1) Covert from color to gray scale and apply a contrast stretching to of a human face gazing at different 3D points and b|inking

increase contrast; . . h .
2) Apply a vertical gradient mask to enhance the horizontal edges and ~ NiS eyes. The algorithm was tested with different human

. Experimental results

threshold; . _ subjects and under different image scales. Table Il presents
3) Obtain the skeleton of the segmented region followed by a pruning . . . R

operation; _ the detection accuracy of the automatic facial feature point
4) Select the end-points of the skeleton as the eye comers. detector described on the paper and figure 10 shows the facial

Figure 8 presents the evolution of the algorithm and sonfeature detection on different human image faces extracted
results. from the image sequence database.



Fig. 10.

DETECTION ACCURACY (IN PERCENT) OF THEAUTOMATIC FACIAL

TABLE I

Facial feature detection for different subject and with differenfig. 11.
face gaze orientation. The feature regions obtained using the anthropome@fc80 seconds.
face model and the detected features are superimposed on the images.

FEATURE POINT DETECTOR

0 5 16 4 2 & & %6 6 P ®

Time (5)

PERCLOS (left) and AECS (right) measurements over a period

image, it is assumed that the ratio of the major and minor
axes of the 3D face ellipse is know. This ratio is obtained
through the anthropometric face statistics. Our purpose is to

Facial Feature Zoints Detection Rate (%) recover the three angles of rotation: yaw (around vertical
Seq. # % % eyebrows | % eyes corners . . . .
no. | frames | Mouth | lefi-right loft-right aX|§), p|tgh (around horizontal axis) and roll (around the
1 360 99% | 100%-99% | 96.6%-98.3% optical axis).
2 360 100% 98.2%-98% 97.7%-96.6%
3 360 100% 100%-96.6% | 98.0%-96.6% H H H
a 260 97% | 99.4%.98.706| 95 5%.88 3% A. Image face ellipse detection and tracking
3 346 | 99% | 98.29%-100% | 96.5%-98.3% In order to correctly detect the face ellipse, some con-
Eyes-Shut Detection Rate : R : : : :
Seq P e Bosios e stralnts_must be gon3|dered, in special size, Iocathn and
no. | Eyes-Shut| left-right left-right orientation. The distance between the detected pupils and
; ig S AR their location are used to constrain the size and location
3 90 4-4 95.5%-95.5% of the image face ellipse. The orientation of the line that
. o 133 23980 passes through both pupils is directly related to the 3D
Eyes-Open Detection Rate facg roll rotation. For roll free fgcel poses .thIS line remains
Seq. # False Negatives % horizontal, which means that it is invariant to the yaw
no. Eyes-Open left-right left-right : : ; :
1 55 1 99 69699 6% and. pItCh. rotations. Under this constraints, the roll angle
g 358 %i gg.;gﬁ-ggégﬁ, (y) is defined byy = atan(yp, — Yp.)/(Xp — Xp,)], Where
- .2%-99.6% _ — i i
4 313 17 99.6%-97.7% R = (Xp,Yp) _and R = (XDMYpr)_are the Image location of
5 241 25 99.1%-97.9% the left and right detected pupil, respectively.

V. DRIVER VISUAL ATTENTION STATISTICS
Of the drowsiness-detection measures, the measure Rilipse. This means that the major axis of the face ellipse is

For frontal orientation, a weak perspective projection can
be assumed and the face symmetry for the location of the
eyes within the 3D face ellipse hold for the image face

ferred to as PERCLOS [1] was found to be the mogformal to the line connecting the two eyes and pass through
reliable and valid determination of a drivers alertness levelne center of the line. In fact, these constraints doesn’t hold
PERCLOS is the percentage of eyelid closure of the pupﬁPr non-frontal orientation and the orientation of the major
over time and reflects slow eyelid closures (droops) rathép€ is not normal to the connecting line. Although, the
than blinks. To measure eyelid closure of the pupil, théolution adopted kept the constrain that the major axis of
size of the pupil was taken as the average size of bothe eII_|pse pass through the center of the_ Ilne,_con5|der|ng
pupils and the rate of closure is defined r@eyosure = the existence of an angle between the major axis and the

1 — (pupilsizé /max pupilsize, defining a closed eye if normal to the line that connect the two eyes.

rategjosure > 0.8. Assuming the existence of an ellipse coordinate frame
AECS is the average eye closure speed [10], which meal@$ated at the middle point of the eyes connecting line,

the amount of time needed to fully close the eyes and to fullyith the X andY axis aligned with the minor and major

open the eyes. An individual eye closure speed is defined 8%es of the ellipse, respectively, the image face ellipse is

the time period during which the.D< rateyossue< 0.8.  Characterized by a-4tuple e= (my,n;,d, &), wherem and

Figure 11 shows the PERCLOS and AECS for a period d¥ are the lengths of the major and minor semi-axis of the
80 seconds. ellipse, respectivelyd is the distance to the image ellipse

center andx is the rotation angle.
VI Taking the approach proposed by Birchfield [4], the image
The presented approach models the shape of the hunface ellipse can be detected as the one that minimizes the nor-
face with an ellipse, since human faces can be accuratetyalized sum of the gradient magnitude projected along the
modelled with an ellipse and is less sensitive to facial exdirections orthogonal to the ellipse around the perimeter of
pression changes. To recover the 3D face pose from a singhe ellipse and the color histogram intersection of the face's

HUMAN HEAD ORIENTATION



interior. This can be formulated hag(e) = % sN . In(i)-g(i)]  resulting the equation

wheren(i) is the unit vector normal to the ellipse at pixel T T T
g(i) is the pix%I intensity gradient an(d) denotes dot product 1/(?12 1/0n2 8 B :%g:l ?%S:z :% g:
N Y S ' . = 1 2
and g.(e) = w where Ig(i) and M(i) are the 0 0 -1 t%Br1 t%Brz fat
i=1'S . . . .
numbers of pixels in théth bin of the histograms, and is 9)
the number of bins. Due to the symmetry of the matrix, there are only six

The best face ellipse ig = arg maxce(g(e) + &(e)) equations (constraints) for a total of nine unknowns.
where the search spade is the set of possible ellipses Since the roll angle was already obtained, the face ori-
produced by varying the 4-tuple parameters of the ellipse arhtation can be defined just by the yaw and pitch rotation.
gy and g; are normalized values. The 4-tuple parameters @fssuming a null translation vector, the rotation matrix ob-
the ellipse are filtered via a kalman filter and th@osterior tained from the yaw and pitch rotation is
estimated tuple is used to define an initial estimate for bes

face ellipse search. Figure 12 show several results of th RoRy =[ 11 _r2 r3_ ] = _ (10)
image face ellipse fitting. co§o) sin(o)sin(v) —sin(c)cogv)

= 0 coqv) sin(v)
B. Face orientation sin(c) —cogo)sin(v) cogo)cogv)

Consider an object coordinate frame attached to the 3D Assuming that the ratio between the major and minor
face ellipse, with its origin located on the center of the ellips@Xis of the 3D face ellipse is know by anthropometric face
and itsX andY axes aligned with the major and minor axesnalysis [20], and letting = m?/n® represent this ratio, the
of the ellipse. TheZ axis is located normal to the 3D ellipse 2 X 2 sub-matrix yields

plane. The camera coordinate frame is located at the camera rTBr« rTBr 1/m 0
o_ptlcgl centgr with theX; and Y, al_lgned ywth _the image r1Bry rlBr, 0 1/n2
directions with theZ; along the optical axis. Since the 3D ) _ _ )
face ellipse is located on the plarZe= 0, the projection resulting the following constraint equations
equation that characterizes the relationship between an image rTBr> =0
face ellipse pointp; = (x,y,1)" and the corresponding 3D
face ellipse poin® = (X,Y,1)T is given bypi = BK[R{t]R  BriBry BriBro ;_  n® ; - Toe
whereK represents the camera intrinsic parameters matrixg/m2 1,22 <h Brl_ﬁrz BraeraBra—cry Bry=0.
M = [R|t] = [r1 r2Jt] is the extrinsic parameters matrix and (13)
B =A/f is an unknown scalar. Using these two equations it is possible to solve for the
Representing pitch and yaw iteratively. The initial estimates df for both
angles has been used for the first frame of the sequence.
a ¢/2 d/2 X Givenry andr; the translationl can be calculated up to
[x y 1] c/2 b e2 y | =0 (4 a scale factor by using
d/2 e2 f 1 T
. . . . g| BT (| 2 (14)
the matricial generic formula of an ellipse, the 3D face ellipse r}BT 0

and the image face ellipse can be defined, respectively, a?_et T = (tty. 1), b/t andty/t, can be solved by using the

[ X Y 1 ]Q[ X Y 1 ]T ~0 (5) above equaFion analytically. This approach was tested with
several real images with good results. Although, the accuracy
obtained with this approach is highly dependent on the image
face ellipse obtained. A robust and accurate detection of the
eyes pupil is fundamental for the overall performance of this
approach. Figure 12 shows the results obtained with the face

[ X Y 1 ]ﬁMTKTAKM[ X Y 1 ]T 0. (7) orientation estimation approach.

[xyl]A[xyl]T:O. (6)

Substitutingp; = BKMR to Eq. 6 lead to

Denoting B = KTAK, the 3D ellipse matrixQ yields Q = c. qutormg driver _pomt of-attenuon o
BMTBM. Besides the drowsiness, visual attention is another aspect
Let the length of the major and minor axis of the 3D fac®f driver vigilance. A common way to characterize such

ellipse bem andn, respectively, and since the object framd€Vel of inattention is duration and driver’s point of attention.
is located on the center of the ellipse, the ellipse ma@ix Driver point of attention is obtained using the face orientation

is parameterized as solution described on the previous subsection, measuring the
rate of visual inattention on a fixed time interval (60 s)

1/m? 0 0 and the largest period of visual inattention. The proposed

Q= 0 1/ 0 (8) solution is able to robustly measure yaw head rotation

0 0o -1 over [—30°.. + 3(°] interval and pitch head rotation over



the iterative approach that was used to obtain the 3D face
gaze parameters.
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